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Abstract. The exogenous semantics approach to enriching a logic consists in defin-
ing each model in the enrichment as a set of models in the original logic plus some
relevant structure. We illustrate the approach by probabilizing classical propositional
logic, including a novel global propositional logic. A model of the probability logic is
a probability space where the outcomes are classical valuations. A model of the global
propositional logic is simply a set of classical valuations. Syntactically, probabilities ap-
pear as constructors of new terms from classical formulas. Soundness and completeness
results are proved for the calculi of both logics. A simple zero-knowledge protocol is
used to illustrate the capabilities of the proposed probability logic.

1 Introduction

The exogenous semantics approach to enriching a logic consists in defining each
model in the enrichment as a set of models in the original logic plus some rele-
vant structure. We illustrate the approach by probabilizing classical propositional
logic.

Adding probability features to a base logic is a recurrent research topic
[2, 11, 23, 24]. Carnap, [4], was one of the first attempting to combine logic and
probability. The issue is not an easy one since there is the need to accommodate
the continuous nature of probabilities (namely dealing with probability spaces
and the real numbers) in the discrete setting of logic.

Three main issues must be dealt. The first is of a syntactic nature related
to the introduction of probabilities in the language. The second is the choice of
the models and how they are related with the models of the base logic. Finally,
a calculus should be defined to work hand in hand with the semantics, that is, it
should be sound and complete.
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Propositional logic, first-order logics and modal logic have been the main
base logics. Also many-sorted first-order logic has been the base logic as in the
case of the situation calculus. No work can be found answering the question of
how to enrich a general base logic in order to get a probability logic as well as
on the general requirements for the base logics.

Language-wise, in many approaches, a probability operator is introduced
which allows the construction of new formulas/terms from the base formulas. In
the case of the so called qualitative reasoning (usual in the context of modal logic),
see for instance [3], there is an operator that when applied to a formula states that
the formula should be more probable than the respective negation. Also in this
direction see [7]. Lately, the probability operators appear as modal operators. In
[21], a binary modal operator < was adopted: @1 < 9 states that formula ¢ is
less probable than formula ¢s. Yet another approach has been used in knowledge
representation, see [5, 1], where modal operators of the kind w(¢) > b expressing
that according to an agent formula ¢ holds with probability at least b. See also
[18, 19]. More recently, the qualitative approach was investigated through a new
modal operator: that is, the fact that a formula should be more probable than
its negation is introduced via a unary modal operator, see [22]. This operator
does not distribute with conjunctions which means that it is not a normal modal
operator. In the context of probability situation calculus [12] probabilities were
added to the reactions.

From a syntactic point of view, our approach is as follows. We start with the
base language, define a probability language by taking the base formulas as terms
and the probability as a term constructor. The main primitive is the probability
formula (([¢) < p) indicating that the probability of the formula ¢ should be
less than or equal to p. These atomic probability assertions are then combined
using what we call a global propositional logic. A normal modality is introduced
as an abbreviation: (J¢) for (([¢) = 1).

From a semantic point point of view, there are two basic approaches. Ei-
ther the models of the base logic are modified so that they accommodate the
probability component (endogenous approach) or the models are kept as they
are and the probabilities are assigned outside the models (exogenous approach).
The endogenous approach was adopted in the context of modal logic endowed
with Kripke semantics (recall that a Kripke frame is a pair (W, R) where W is
a non empty set and R C W x W is a relation). Most of the approaches intro-
ducing probabilities to modal logic consist either in giving probabilities to the
elements of W, see [5], or giving probabilities to each (w1, ws) € R, see [8, 22].
The exogenous approach was adopted for instance in [16, 17].

Semantically, we illustrate twice the exogenous approach (some aspects of
the exogenous approach appear in [16, 17]). We start by defining a global proposi-
tional logic whose models are sets of propositional valuations (no more structure
is needed) and then we define a probability logic whose models are probability
spaces where the outcome set is a set of propositional valuations (where more
structure is needed to represent probabilities).
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The interest in probability logic has recently increased due to the growing
importance of probability in security [10], and in quantum logic. An essential
issue in quantum logic is to accommodate the fourth postulate of quantum me-
chanics (when a physical quantity is measured using an observable on a system
in a given state, the resulting outcomes are ruled by a probability measure). For
more details on a quantum logic encompassing the probability aspects of the
fourth postulate see [13, 14]. Note the key role of the exogenous approach in
the design of that quantum logic: the models are superpositions of the models
of the underlying classical logic. Probability reasoning is also relevant in distrib-
uted co-ordination and routing, and in fault-tolerance problems [20]. For other
motivations in artificial intelligence see [9].

In Section 2, we motivate the exogenous approach and introduce the relevant
languages. In Section 3, we use the exogenous approach for setting up the global
propositional logic, investigate its finite model and Craig interpolation properties,
and clarify the differences to the local, standard propositional logic. A Hilbert
calculus is provided and shown to be sound and complete. In Section 4, the
probability logic is presented, namely by enriching the Hilbert calculus of global
propositional logic, as we well as by adding a probability measure to each global
structure. For illustration purposes, two properties for a simple zero-knowledge
protocol are proved using the Hilbert calculus. Finally, generalizing the technique
in [6], the calculus is proved to be complete.

2 Setting

We start by an intuitive explanation of the exogenous approach to probability
logic. Then, we discuss the different languages that are relevant.

2.1 Exogenous approach

In the context of this work, a logic is composed by a signature, a language, a
deductive system and a semantic domain. We assume that the deductive system
is a Hilbert calculus including axioms and inference rules. A semantic domain is
a class of semantic structures.

Assume that we fix a logic, that we call the base or local logic BL where the
signature is {C} }ren where Cy is a set of connectives of arity k and the language
L(C) is the free algebra generated by C.

The objective is to enrich it so that we can reason about probabilities of
formulas and make assertions on probabilities. We do so by defining a new logic,
called the global logic GL, that takes the local logic BL as a parameter. The
general idea is to set up a parameterized mechanism for building GL from an
arbitrary given BL.

From a syntactic point of view, the probability of a formula will be a term in
GL of the form ([¢) where ¢ is a formula of BL. Atomic formulas in GL are the
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formulas in BL plus inequalities of the form (¢; < t3) where 1 and t5 are terms in
GL. For instance, an atomic formula is (( [¢) < 0.1) asserting that the probability
of ¢ should be at most 0.1. The atomic formulas can be composed using global
propositional connectives. For example, we can write (¢ M (([¢) < 0.1)), where
1 and ¢ are in BL, with the meaning that we want to have 1 and the probability
of ¢ to be at most 0.1. Hence, M is a conjunction in GL. The examples indicate
that we must have a way to deal with real numbers.

The primitives of the global language were influenced by the exogenous
semantic approach that we had in mind. That is: (i) probabilities are assigned
to sets of semantic structures; (ii) as a consequence the probability of a formula
is the probability of the set of all semantic structures that satisfy the formula
(models of the formula). In consequence, the semantic structures for defining
satisfaction of formulas in the global logic are sets of semantic structures of the
local logic. As an example consider that the base logics is normal modal logic K
endowed with Kripke structures. A semantic structure for the global logic is a
set M of Kripke structures along with a probability space assigning probabilities
to all subsets of M.

From a deductive point of view, things have to be more worked out. Of
course, the base logic is endowed with a Hilbert calculus. The Hilbert calculus
for the global logic has three different components. Two of them are defined
once and for all: the one related to the probability reasoning that somehow must
incorporate the facts known about probability measures; and the one related to
reasoning with real numbers. The component that has to be defined and depends
on the base logic is the one asserting the interplay between local and global
reasoning.

The properties of the global logic that we are interested in are soundness
and completeness. Unfortunately, the aim is weak completeness which is expected
when reasoning with real numbers is involved. That is, we cannot consider hy-
potheses. Hence, we have to impose that the Hilbert calculus of base logic should
also be sound and (weak) complete with respect to the semantics.

Herein we show how to enrich propositional logic with probabilities. Even
in this case, we can give examples showing the interest and the expressiveness
of our approach. We use an oracle for reasoning about real numbers in order to
avoid details that would not be very relevant to our approach.

2.2 Language

Assume that we fix a base or a local logic with a signature C' and a language
L(C) and a set X = {x), : k € N}. The elements in L(C) are the local formulas
and the elements of X variables. The set of probability terms T(C) is inductively
defined as follows:

e x € T(C) whenever z € X;

e 7 € T(C) for every computable real number r;
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(Jp) € T(C) whenever ¢ € L(C);
° (tl + tz), (t1t2) € T(O) whenever t1,ty € T(C)

Observe that the set of computable real numbers is denumerable and, so, even
dealing with real numbers, we are able to remain within the discrete setting. The
term ([¢) denotes the probability of ¢, to be interpreted as the probability of
the set of all valuations that satisfy .

The set of probability assertions P(C) is the set of all inequalities of the
form (t1 < t2) where t1,t3 € T(C). The set of global formulas G(C') is inductively
defined as follows:

e v € G(C) whenever p € L(C);
e v € G(C) whenever v € P(C);
e (Hd1) € G(C) and (01 T d2) € G(C) whenever 61,02 € G(C).

The global language allow us to talk about probability assertions. The symbols
H and 3 are the global negation and the global implication, respectively. The
atomic global formulas are the probability assertions and the local formulas.

It is useful to extract from the global language two languages: (i) the oracle
language oL(C) which is the subset of the global language whose atomic global
formulas are only the probability assertions where no probability terms occur;
(ii) the global propositional logic gL(C') which is the subset of the global language
whose atomic global formulas are only the local formulas.

We use the following abbreviations: (61 U ds) for ((H6d1) 362), (61 M de) for
(E!((E (51) [ (El (52))), ((51 = (52) for (((51 1 (52) (52 1 (51)) (t =1 ) for (( <
tg) M (tg S tl)); and (tl < tg) for ((tl S tz) (E'(t1 = tg))).

We present the main ideas in a simple context by adopting propositional
logic as the base or the local logic. Hence, C' is such that Cy = II where II is the
set of propositional symbols, C; = {—} and Cy = {=}. The set of local formulas
as L(C) is then inductively defined as follows: II C L(C); (—¢) € L(C) whenever
p € L(C); (p1=¢2) € L(C) whenever ¢1, p2 € L(C). We say that -, = are the
local negation and the local implication, respectively.

3 Global propositional logic

We start with the global propositional logic (avoiding the probability reasoning)
so that we can understand the differences between the local and global connectives
e.g. the local/global negations and the local/global implications. For instance,
we have to understand, both from a semantic and a deductive point of view, the
difference between the local formula (1 = ps), the global formula (p; = p9) and
the global formula (¢1 3 @2). Also of interest is the relationship between local
and global consequences.
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3.1 Semantics

We assume that the reader is familiar with propositional logics. We only introduce
some notation and terminology. A local valuation is a map v : II — {0,1}. We
write v IFy ¢ when v satisfies ¢ and also V' Iy ¢ when V is a set of valuations
and v I ¢ for every v € V. Let mod(¢) = {v € V : v k¢ ¢}. That is, mod(yp) is
the set of all local models of the local formulas.

Global propositional formulas are to be interpreted over non-empty sets of
valuations. We denote by V the set of all such valuations. Each V' C V is called a
global valuation. The satisfaction of a global formula § by a global valuation V,
denoted by V' I, 9§, is inductively defined as follows:

o Vikg @ iff Vb g
oV |Fg (E|51) lffV U%g 51;
o Vikg (01 3682) iff V Iy 61 or V Iy b

Let gmod(d) = {V CV:V I, }. That is, gmod(d) is the set of all global models
of §. The following result is a straightforward consequence of the definition of
global satisfaction.

Proposition 3.1 Let ¢ be a local formula. Then,
e V Cmod(p) for all V € gmod(y);
o V e gmod(p) forall V C mod(yp).

The following result shows the structural nature of the global models for
the global connectives.

Proposition 3.2 Let §1, 2 be global propositional formulas. Then:

§) =V \ gmod(d);

) B
ii) gmod(d; L d3) = gmod(dy) U gmod(dz);
) (
) (

i) gmod

iii) gmod(d; Md2) = gmod(dy) N gmod(dz);

iv) gmod(d; 3Jd2) = gmod(Hd1) U gmod(ds).

Proof: We only prove the second statement. Using the abbreviation for (61 Lds),
we have gmod(d;Ud2) = gmod((Hd1)02). Then, V' € gmod((Bd1)ds) iff either
V Iy (B61) or V Ik, 6y iff either V' Iy 61 or V' Ik, 62 iff V' € gmod(d1)Ugmod(d2).

QED

We give characterizations of local and global negations as well as investigate
the relationship between both when interpreted in the global context.
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Proposition 3.3 Let ¢ be a local propositional formula. Then:
i) gmod(By) ={V CV:VNmod(—¢p) #0};
gmod(—p) ={V CV:V Cmod(—¢p)};

i)
ili) gmod(—¢) C gmod(By);
iv) Not always gmod(BH ¢) C gmod(— ).

Proof: 1. V € gmod(B ) ift V I, p iff V Iy ¢ iff there is v € V such that v Iff, ¢
iff there is v € V such that v Iy (- ) iff there is v € V such that v € mod(—p)
iff V Nnmod(—¢) # 0.

2. Vikg (o) HE Ve (mo) iff v ik (my) for every v € V iff v € mod(—¢) for
every v € V iff V C mod(—¢).

3. Direct consequence of both 1. and 2.

4. It is enough to give a counterexample. Take ¢ as 7 and v, ve valuations such
that v1(r) = 1 and wva(w) = 0. Then, {vy,v2} € gmod(B), but {vi,v2} &
gmod(— ). QED

The local and the global negations can be interpreted in a modal context
as follows. Assume that we introduce O and < as a unary connectives that can
be applied to local formulas. Consider the class of Kripke frames of the form
(V,{(v,v) : v € V}) where V is a non-empty set of valuations. Then, V I, (O¢p)
iff VIkg ¢, and V Ik, (Ogp) iff there is v € V such that v I-, ¢. Then, B and —,
when interpreted in the global logic, can be seen as abbreviations:

Be) is (O(m¢)) and (m¢) is (O(=¢)).

Local implication and global implication can also be characterized as well
as related with each other.

Proposition 3.4 Let ¢1, po be global propositional formulas. Then:
i) gmod(p1 Jw2) ={V €V:VNmod(—p;) #0IU{V €V :V C mod(p2)};
gmod(p; = ¢2) ={V €V :V Cmod(—¢1) Umod(p2)};

i)
iii) gmod (1 = ¢2) € gmod(p1 I ¥2);
iv) Not always gmod(p1 3 ¢2) C gmod(p1 = @2).

Proof: We prove the third statement and give a counterexample for the fourth.
3. Assume that V € gmod(yp1 = ¢3). We have two cases to consider. (i) V' N
mod(—¢1) # 0 and, so, V € gmod(p; 3 p2). (ii) V N mod(—¢1) = @. Then,
V' C mod(¢p1), hence, v € mod(p;) for every v € V, therefore v € mod(ps) for
every v € V, so V C mod(y2) and, finally, V' € gmod (1 3 ¢2).

4. Assume that 1 is 71, @2 is ma, v1(m1) = 0, vi(m2) = 0, va(m) = 1 and
va(mg) = 1. Then, {v1,v2} € gmod(m = m2), but {v1,v2} & mod(m I 72). QED

G. Sica (ed.) Essays on the Foundations of Mathematics and Logic
(©2005 Polimetrica International Scientific Publisher Monza /Italy



172 Paulo Mateus, Amilcar Sernadas, and Cristina Sernadas

The following result asserts the relationship between the local and global
counterparts for the remaining connectives.

Proposition 3.5 Let 1, w2 be global propositional formulas. Then:

i) gmod(py U w2) C gmod(p1 V ¢2);
ii) Not always gmod (1 V ¢2) C gmod(p1 U ¢2);

ili) gmod(p Mps2) = gmod(p1 A p2).

Proof: 1. Assume that V' € gmod(p; Ul ¢2) and that there is v € V such that
v g p1. Then, V IF, ¢1 and so V' If4 ¢1. Hence, V' Ik, @9, therefore V' I, ¢a, so
Ve (02 V p2) and V € gmod(p1 V ).

2. Assume that 1 is 71, @2 is ma, v1(m1) = 0, vi(m2) = 0, va(m;) = 1 and
va(mg) = 1. Then, {v1,v2} € gmod(m; V m2), but {v1,v2} & mod(m Ume). QED

We now investigate whether some well known properties of local proposi-
tional logic also hold in the global propositional logic. Let gvar(d), the global set of
variables, be inductively defined as follows: gvar(¢) = {¢}; gvar(B ;) = gvar(dy);
and gvar(d, 3 d2) = gvar(dy) U gvar(da).

Lemma 3.6 Let V1,15 € pV and assume Vi C mod(p) iff Vo C mod(yp), for
each ¢ C gvar(n). Then, V] € gmod(n) iff Vo € gmod(n).

Proof: Assume that V3 C mod(y) iff Vo C mod(yp), for each ¢ € gvar(n). We
prove the result by induction on the structure of 7. Base. Assume that 7 is the
local formula 1. Then, Vi I, 9 iff Vo Ik, ¢ and so Vi Ik 9 iff Vs IFg 9. Step. We
have V7 € gmod(B9) iff V1 I, § iff Vo Iff, § iff Vo € gmod(B4). Similarly for the
implication. QED

This is the lemma of the omitting symbols generalized to the global logic.
The following result states that for a particular global formula we only have to
consider a finite number of structures.

Proposition 3.7 Let n be a global formula. Define the following equivalence
relation:
Vi =, Vo

iff (Vi € mod(y) iff Vo € mod(yp)) for every ¢ € gvar(n). Then, the set {[V]x, :
V € pV} is finite.

Proof: Assume that gvar(n) = {¢1,...,¢n} and that V1 C mod(y;) iff V5 C
mod(e;) for every i = 1,...,n. Then, the number of equivalence classes [V]x, is

at most 2" since each class corresponds to a possible combination of V' C mod(¢;)
or V < mod(y;) if that is possible. QED
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Proposition 3.8 Let n be a global formula. Then,
V € gmod(n) iff [V]x, € gmod(n).

Proof: Direct consequence of Lemma 3.6. QED

As a consequence for evaluating a global formula 7 we just consider the the
elements in {[V]x, : V € pV}. We use V instead of [V]x, .

We can look at the transference of a (local) propositional formula to a
global formula as if we have a unary modality O such that ¢ € L(C) implies
that (Og) € gL(C). The following properties hold assuming that a structure V
induces a Kripke frame (V, {{v,v) : v € V}):

o Vikpiff V ik, (Op);
o Vikg ((Op1) M(Oi2)) iff VIkg (B(p1 A g2));
o Vikg (O(p1 = ¢2)) 2 ((Op1) 3 (Op2)))-

The properties above state that O is a normal modal necessitation: the left to
right implication of the first property corresponds to necessitation and the second
and third properties are equivalent ways to define normalization.

Now we turn our attention to semantic consequence. We say that ¢ is a local
semantic consequence of I', written I' Fy ¢, if, for every local valuation v, v I+ ¢
whenever v I v for every v € I'. Furthermore, we say that n is a global semantic
consequence of A, written A F, 0, if, for global valuation V, V' I n whenever
V Ik 6 for every 6 € A. A global formula § is valid if =, 0. The following results
express semantic consequence in terms of models.

Proposition 3.9 Let T'U {p} be a set of local formulas and AU {n} be a set of
global formulas. Then:

o ﬂ mod(y) C mod(y) iff T F; ¢;
~el’

. ﬂ gmod(d) C gmod(n) iff AFyn.
dEA

The following result shows that the global entailment is conservative for the
local formulas.

Proposition 3.10 Let I' U {¢} be a set of local formulas. Then:

F'Eio iff T'Eyo.
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Proof: Assume that I' ¥, ¢ and that V € [, .p gmod(7). Then,
V C ﬂ mod(7)
yer

by Proposition 3.1 and so, by hypothesis, V' C mod(y). Using the same propo-
sition, we have V' € gmod(yp) and so I' ¥y . Assume that V' € (), cp gmod(y).
Then, V' C ), cpmod(y) for every v € I, hence V' C mod(p) and so V' €
gmod(¢y). QED

As already mentioned, our approach has the advantage that every valid
formula in the base logic is also a valid formula in the global logic. The following
is a direct consequence of the result above observing that a local tautology is a
formula ¢ such that mod(y) = V.

Corollary 3.11 A local tautology is a valid global formula.

Moreover, we do not get new tautologies in the global propositional logic
when using the connectives in the local logic meaning that the construction is
conservative. The semantic version of the metatheorem of deduction also holds
for the global propositional logic.

Proposition 3.12 The metatheorem of deduction holds in gL(C'). That is:
A,m Fg o implies A Fg (1 2 na).

Proof: Assume that A,n; F, n2 and that V' € (5., gmod(§). Suppose that
V g m. Then, V I, (Bm) and so V € gmod(m 3 n2). Suppose now that
Vlkg mi. Then, V kg 7y and so V' € gmod(n; T 132). QED

The following semantic consequences and valid formulas hold.
Proposition 3.13 Let ¢, p1, p2 be local formulas. Then,
o {9} Ry By);
e ((my)a(BHy)) is a valid global formula;
e {Be)} ¥y (0o
o {(1=2)} By (1 T p2);
(

o ((p1= o) O (p1 T o)) is a valid global formula;

{(p1 Tp2)} 7y (01 = 02);
{(b1 Ap2)} By (01 Me2);
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Mp2)} Fg (1 A p2);

o {
(

(1
(o1 A p2) = (p1 Me2)) is a valid global formula;

)

)
{(prUp2)} By (p1V 92);
((p1 Up2) O (1 V p2)) is a valid global formula;

)

{(p1 Vp2)} 7y (1 U p2).

Proof: Direct consequences of Propositions 3.3, 3.4, 3.5 and metatheorem of
deduction 3.12. QED

We now turn our attention towards discussing the existence of normal forms
in the global propositional logic. Recall that the disjunctive normal form lemma
holds in the local logic: that is, each local formula is equivalent to a disjunction
of conjunctions of (local) literals (propositional symbols and their negations). An
easy way to obtain the disjunctive normal form of ¢ is by picking up the valuations
that satisfy the formula. Each component of the disjunction corresponds to such
a valuation. If v satisfies ¢ and var(¢) = {m,..., 7, }, then the component is a
conjunction AP, 7m* where 7* is  if v(7) = 1 and is (- 7) otherwise. In order
to investigate the same problem for global logics we introduce global literals. A
global literal of a global formula is either a local formula or the global negation
of a local formula.

Proposition 3.14 Each global formula is is equivalent to a global disjunction
of global conjunctions of global literals.

Proof: Let n be a global formula, gvar(n) = {®1,...,¢,) and gmod(n) =
{V1,...,V;}. Consider the following formula:

k n
(|_|(|_| ‘P;}))

i=1 j=1

where ¢ is @; if Vi Ik, ¢; and is (H ;) otherwise. Observe that

Vil ([ ]3)
j=1
and, moreover, gmod(L¥_ (M= e5) = {1, Vi) QED

We can give a syntactic characterization of the disjunctive normal form. Let
gmol(n) be the set of all & C gvar(n) (molecules) such that the following global

formula holds:
(([TenC [1 @Ee)amw.

ped pegvar(n)\ &
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Proposition 3.15 Each global formula 7 is is equivalent to

C L «flonc 1 E©o-

degmol(n) @ed pegvar(n)\®

Proof: Assume that V; I, 7. Then, by Proposition 3.14, there is j € {1,...,n}
such that V; Ik, ([T7_, ¢f;)- Take @ = {g; : ¢}; = @;}. Then, ® is a molecule,

Vilkg (T[] (B9)

ped pegvar(n)\®

and so V; satisfies the disjunction. For the other part, assume that

Vib (] ([Tonc 1 &

Pegmol(n) e pegvar(n)\®

Then, there is a molecule ® such that V; IFg (([1,ce ©) M ([,cqvarmna(E9)))
and so V; I-g 0. QED

3.2 Calculus for the global propositional logic

It is well known that propositional logic (our local logic) is sound and complete.
That means that I'"¢ = I'"¢. When I is the empty set the elements of §7¢ =
()Fc are the tautologies. As in the case of many other logics we want to import
tautologies to the global logic. That is, we want to define tautological formula.

An instantiation is a map ¢ : L(C) — gL(C) such that t(—¢) = (Be(p))
and ¢(v1 = v2) = (t(p1) T t(p2)). A global formula 7 is said to be a tautological
formula if there are a tautology ¢ € L(C) and an instantiation ¢ such that ()
is . For instance, (71 J(n2 Jm)) is a tautological formula.

The set of Hilbert global consequences of a set A of global formulas is the
set Ao inductively defined as follows:

e Hypothesis, indicated by H:
— 6 € A9 whenever 6 € A;

e Tautologies, indicated by T, and tautological formulas, indicated by ¢T"

— ¢ € A" whenever ¢ is a local tautology;

— 1 € A" whenever 7 is a tautological formula;
e Interplay axioms:

— ((¢1 = ¢2) 3 (01 Ts)) € A9, indicated by P1;
— ((p1 M2) T (p1 A ga)) € A9, indicated by P2;
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e Local modus ponens, indicated by MP, and global modus ponens, indicated
by gMP:

— If o1, (<P1 = <p2) € A" then o € A"g;
— If 44, (51 | 52) e AFs then by € AFs,

If n € A™9 we say that 7 is a Hilbert global consequence of A. If A is the empty
set we say that 7 is a theorem. In the sequel we may write A -, 7 when n € AFo,
For example, the theorem

Fg (1 A p2) T (1 Mp2))

can be derived as follows:

L ((p1 Ap2) = 1) T
2 ((p1 A p2) = p2) T
3 (k1 Ap2) = ¢1) T (1 Ap2) Tp1)) P1
4 (((p1 A p2) = p2) T ((p1 A p2) T2)) P1
5 ((p1 Ap2) D) gMP(1,3)
6 ((¢1Aw2) Jga) gMP(2,4)
7 (((pr Ap2) Tp1) D

(((p1 Ap2) T2) T (1 Ap2) T (01 Me2)))) 9T
8 (((p1 A w2) Tw2) D ((p1 Aw2) D(p1Mep2))) gMP(5,7)
9 ((p1 Ap2) T (1M e2)) gMP(6,8)

Hence, we can conclude

Fg ((p1 M p2) = (01 A 92)).

The interplay between the local and the global connectives is stated in the
following result.

Proposition 3.16 Let ¢, @1, @2 be local formulas. Then:
e {(m9)} g Bo);
e ((m¢) O3 (Hyp)) is a global theorem;

o {(v1=2)} by (p1 T 92);
e ((p1=w2) O (p1 T w2)) is a global theorem;

{(p1 Ap2)} Fg (1 Mp2);
o {(p1Mp2)} g (01 A p2);
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o ((¢1 ANga) = (p1 Me2)) is a global theorem;

o {(p1Up2)} g (p1Va);

o ((¢1 Uga) O (p1V2)) is a global theorem.

Lemma 3.17 The following are theorems of the global calculus:

D= L] «Tlanc [1 @

Pegmol(n) P pegvar(n)\®
i) (B(m Un2) = ((Bm) N (Bmn)));
iii) (=¢) 3(B¢).

That is, each global formula has a special disjunctive normal form and the De
Morgan laws hold. Observe also that:

I'; ¢ implies I'k4 ¢

which means that the Hilbert local consequences are also Hilbert global conse-
quences.

3.3 Soundness and completeness

The objective is to investigate soundness and completeness of the Hilbert calculus
for global propositional logics. Let A%s = {n : A E, n}. The Hilbert calculus
is sound with respect to the semantics if A"s C AFs. And it is complete if
AFs C AFs. The corresponding concepts of weakly sound and weakly complete
appear when A is the empty set. In particular, the Hilbert calculus is weakly
complete if )7s C @79 or in other words, if ¢ is a valid formula then ¢ is a
theorem.

Theorem 3.18 The global propositional calculus is sound.

Proof: Assume that A -, n. The proof follows by induction on the length of a
derivation of n from A observing that the axioms are valid global formulas and
that gMP is sound. It is worthwhile to detail the proof of axiom gT since all the
others are straightforward. Assume that n is such that there are an instantiation
¢ and a local tautology ¢ such that t(p) is n. Let V be a global valuation.
Consider a set of valuations Uy where u € Uy is defined as follows: u(w) = 1 if
V ke o(m) and u(m) = 0 otherwise, for every m € var(p). Then, Uy C mod(v)
iff V€ gmod(c(¢)) for every local formula 1 (easily shown by induction on the
structure of ¢). Since ¢ is a tautology, Uy C mod(y) and so V' € gmod(n). QED
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Following the usual technique, we prove that if 7 ¢ A" then n ¢ AFs. The
assertion 1 ¢ ATs means that the set A is consistent for global derivation. And
the assertion n ¢ AFs indicates that we have to find a global valuation V such
that V' € gmod(A) and V ¢ gmod(n).

Therefore, the main step of the usual construction is to find a model of a
consistent set. Although the global propositional calculus can be shown to be
complete, here we just consider weak completeness. As we shall see, the proba-
bilistic extension of the global logic is only weak complete and the proof of this
fact only requires the weak completeness of the global logic.

A global formula 7 is g-consistent if I/, (H7). Recall that a local formula ¢
is (-consistent if I, (—¢). We adapt the technique of [6] by showing that global
consistency of a global formula is propagated to the global consistency of one of
its molecules.

Lemma 3.19 If 5 is consistent then there is a molecule ® € gmol(n) such that
((|_|¢e¢ ®) M (ﬂwegvar(n)\@(El ©))) is consistent.

Proof: Assume that for each ® € gmol(n)
B([lanc [1 G
ped pegvar(n)\®
is a theorem (that is, no molecule is consistent). Then, using tautological reason-

ing, so is
C [ &d]anc []1 @)

degmol(n) pedP pegvar(n)\®

therefore

B L «lanc 1 @)

degmol(n) e pegvar(n)\®

is a theorem by Lemma 3.17, hence (H7) is also a theorem again by Lemma 3.17
and 7 is not g-consistent. QED

We are ready to give the main result for weak completeness. The one for
completeness is a simple extension.

Theorem 3.20 The global propositional calculus is weakly complete.

Proof: Assume that I/, . Then, t/, (B(Hn)), hence (Bn) is g-consistent and so
by Lemma 3.19 there is ® € gmol(n) such that

([TanC [T B

peP pegvar(n)\®

([T

ped

is g-consistent. Moreover,
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is also g-consistent: if not then by (B([],c4 ¢)), hence

(BT en e 1 @)

ped pegvar(n)\®

and so ¢ (B(([,co 9) M ([,cqvarmne ¥))) Which is a contradiction. Observe
that
(A »

ped

is also g-consistent. If not then -y (B(A cp #)) and so, by P2, b¢ (B([1,cq ¥))
against the g-consistency of (['] cq ¢). Moreover, by Lemma 3.17.3, (A cq ¢) is
{-consistent and, by the existence model property for the local logic there is a
valuation that satisfies it. Let V' be the largest set of valuations such that

Vike (N o)

pED

Then, V' Iy ([1,cq ¢)- It remains to show that V' If, ¢ for every ¢ € gvar(n) \ @.
Assume that there is ¢ € gvar(n) \ ® such that V Iy 4. Then, there is ¢ €
gvar(n) \ ® such that

(A 0= )

peP

is a tautology and so, by axiom gT,

Fo (N ) =)

ped

Using, axiom P1 and rule gMP, there is ¢ € gvar(n) \ ® such that

(A ) 29)

ped

is also a global valid formula. By, P2 and qT, there is ¥ € gvar(n) \ ® such that

Fo ([ ] ) 20).
pED
Hence, by successive applications of gT
o (([Te)2C L] o

pedP pegvar(n)\®

hence

o ([]onC [] @e))

ped pegvar(n)\®
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and so

B([lanc [1 ©2)

ped pegvar(n)\®

which is a contradiction. QED

Observe that this proof relies on the fact that the disjunctive normal form
lemma holds in the global propositional logic.

The objective of the next subsection is to investigate whether the global
propositional logics still has other well known properties of the local logic. Among
those properties we choose the finite model property and Craig interpolation. We
refrain here from considering properties like decidability and complexity.

3.4 Finite-model and interpolation

Global logic has the finite model property. That is, if V' I, § then there is a finite
structure (a finite set of valuations) that also satisfies the formula.

Proposition 3.21 Assume that gmod(d) # 0. Then, in gmod(d) there is a a
finite global valuation.

Proof: Assume that V' I, J. Consider the set U composed by the valuations in
V such that:

o for every valuation v € V there is a valuation v € U such that v I-, ¢ iff
u k4 ¢ for every ¢ € gvar(0);

e there are no uy,us € U such that uy I, ¢ iff us IF4 ¢ for every ¢ € gvar(6).

The set U is finite since gvar(n) is a finite set. Moreover, U € [V]x, and so, by
Proposition 3.8, we conclude that U € gmod(d) since V' € gmod(d). QED

We now investigate interpolation. Let var(d) be the set of propositional
symbols that occur in global formula §. The global logic has interpolation if the
following holds: ¢ (61 1 d2) iff there is a global formula ¢ such that var(s) C
var(dy) Nvar(dz), g (61 39) and 4 (6 3 d2). Since the global logic is complete
we can analyze Craig interpolation via semantics. That is, we can show that
Fg (61 O 62) iff there is a global formula ¢ such that var(d) C var(d1) N var(ds),
Fg (61 39) and Fy (6 T 62). We say that ¢ is a Craig interpolant for J; and
d2. We start by proving some auxiliary results. Before we need the notion of
substitution. A substitution over gL(C) is a map o : 1 — gL(C). Substitutions
can be extended to global formulas. We denote by o(é) the formula in gL(C)
obtained by replacing each 7 € var(d) by o(m).

Lemma 3.22 Let o be a substitution over gL(C), V a structure and V,, = {v, :
v € V'} a structure where v, (7) = (v Ik, o(7)). Then, V, IF§ iff V' IF o(6).
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Proof: The statement is proved easily by induction on 6. QED

Proposition 3.23 Let F, (§; 1 62) and o a substitution over gL(C'). Then,
Fg (0(61) D0(62)).

Proof: The proof uses Lemma 3.22. QED

The statement above means that global logic is closed for substitution.

Lemma 3.24 Let V and V' be structures such that for each v € V there is
v" € V' such that v(m) = v'(7) for every m € var(d) and for each v’ € V' there is
v € V such that v(m) =v/(m) for every m € var(). Then, V' I, § iff V' I, 4.

Proof: The statement is proved easily by induction on . QED

Lemma 3.25 Assume that var(d;) N var(d2) = (. Then, the following holds:
’:g ((51 | (52) iff ':q (B(Sl) or ':g 0s-

Proof: (1i) Suppose F, (H61). Then, for every structure V, V' I, (H41), hence
V g 61 and so V' kg (61 062). (1ii) Suppose that 4 §2. Then, for every structure
V, Vlkg 02 and so V' I, (61 0 62). (2) Suppose that F, (H61) and ¥, 2. Then,
there are structures Vi and V5 such that Vi I, (HBd1) and Vi If, d2. Consider
the set of all valuations V' such that for every v € V, v(w) = vi(w) for some
vy € V1 and 7 € var(d1) and v(w) = vo(rm) for some vo € V5 and m € var(ds).
Using Lemma 3.24, V Ity (Hd1) and V Iff, 02, hence V Ik §; and V' I, 2 and
so V Ifg (61 062). QED

Theorem 3.26 The global logic has Craig interpolation.

Proof: (1) Suppose that F, (61 39), Fy4 (0 T62) and var(d) C var(d;) N var(da).
Let V be a structure. We consider two cases. (a) V Ity . Then, V' I, §; and so
VIFg (61 362). (b) V IFg 4. Then, V' kg 62 and so V' Iy (61 362). (2) Assume that
Fy (01 302). We have two cases. If var(d1) Nvar(d2) = () then by Lemma 3.25 either
Fg (B01) or F, d5. In the first case take as interpolant a valid global formula. In
the second case take as ¢ a contradiction. Let var(d; ) Nvar(dz) # (). We proceed by
induction on the number n of propositional symbols that occur in ¢; but not in d,.
Base. Assume that n = 0. Then, var(d;) C var(d2). Take § as §;. Then, var(d) =
var(d1) and so var(d) C var(d;) U var(dz). Moreover, F, (81 J61) and F4 (61 3

d2). Step. Assume that var(61) = {m1,..., 7, 7], ..., 7, Tq} € var(dy) and
Ty oy Ty W1 & Var(dz). Let o1 and oo be substitutions such that oy (7, 1) =

7 and o1 (m) = 7 for the other propositional symbols, oa(7;,, ;) = (B71) and
oo(m) = m for the other propositional symbols. Observe that o1(d2) = d2 and
02(d2) = d2. Using Proposition 3.23, F, (01(d1) 0d2) and Fy (02(61) T 62) and,
moreover, F, ((01(d1) 302) M (02(61) T62)) and F4 ((01(d1) Uo2(d1)) T62). Using
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the induction hypothesis over the last global formula, there is a global formula
0 such that var(d) C var((o1(d1) U o2(d1))) Nvar(da), Eg ((01(d1) U o2(d1)) T 6)
and F4 (0 062). It remains to prove that F4 (61 3 (01(01) U o2(61))). Let V be a
structure such that V' I 0;. We have to consider four cases. (a) V I, 7}, and
V by 7. Then, V Iy 01(51). (b) V Iky 7, and V I, 71y, Then, V kg 7,
and V I-, (Bm) and so V' Ik, 02(01). (¢) V IFy @, and V Iy 71, Then,
Viky (B7,,) and V Ikg 7 and so V kg 01(61). (d) V IFg 7, and V Ify my.
Then, \%4 |Fg 0'1(51). QED

4 Exogenous probability logic

The denotation of terms and satisfaction of global formulas require a richer struc-
ture with probabilities. We consider that each interpretation structure has a prob-
ability space whose outcome space is a set of valuations. Moreover, we need an
assignment for interpreting real variables.

Recall that a probability space is a triple (Q, B, P) where Q is a non empty
set, B C ©Q is a Borel field (that is, B includes Q and is closed for complements
and countable unions) and P : B — [0, 1] is a non negative function such that:

o P(U B;) = ZP(BZ») whenever B; N Bj = () for every i # j.
i=1 i=1

e P()=1.

The elements of ) are the outcomes, the elements of B are called events and
P(B) is the probability of event B. In short, P is a measure (additive map) with
mass 1. For example, given a countable €Q, it is usual to adopt {2 for B. Observe
that, in this case, the probability P is determined by the probability assigned to
the singletons. More precisely, assume that p : {{w} : w € Q} — [0,1] is a non
negative map. Then, the probability map P induced by p is defined as follows:

P(B) =Y p({w}).
weB

It is easy to see that P satisfies the probability axioms and that all probabilities
are, in this case, generated by the singletons.

4.1 Semantics

An interpretation structure is a pair I = (V, P) where V is global valuation (a set
of local valuations) and P = (V, pV, ) is a probability space. An assignment p
is a map such that p(z) € R for each x € X. The denotation of probability terms
over the interpretation structure I and assignment p is the map

[H]Ip :T(C) =R
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inductively defined as follows:
o [z]1p = p(a);
i [[T]]Ip =T,
o [(J©)1p = p(mod(p) NV);
o [(t1 +t2)]1p = [ta]1p + [t2]1p and [(t1t2)]1, = [t1l1, x [t2]1p-

The denotation of ([¢) is the probability, given by p of the subset of V/
composed by the models of ¢. If mod(¢) NV =V then the probability of ¢ over
I is one even if V' £ V. On the other hand, the probability of ¢ in a particular
structure can be zero even if the formula is not a valid one.

The satisfaction of probability formulas given an interpretation structure
and an assignment is inductively as follows:

o IplFoiff Vi, 5
o Iplk (t1 <tg) iff [t1]1, < [to]1p;
o Iplk(B0) iff IpIf 6;
o Iplk (61 0d9) iff IplfF 01 or Ip Ik da.
Several useful abbreviations can be introduced like the following;:
o (t1 < tg) for ((t1 < ta) M (B(t2 < t1)));
o (t1 =to) for ((t1 <ta)M(t2 < t1));
o (Op) for (0 < ([¢));
o (Op) for (1= (f));

We investigate some of the properties of the connectives starting with O
and < concluding that they are normal modalities.

Proposition 4.1 The operator O is normal. That is:

Ipl- (O(p1 Ae)) iff Iplk (1) M (Oep2)).

Proof: (i) Assume that Ip IF (O(p1Ap2)). Hence, u(gmod(p; Ap2)NV) = 1. Since
gmod((¢1Ap2)) € gmod(y;) for i = 1,2, p(gmod(p1)NV) = p(gmod(p2)NV) =
1 and so Ip IF (Oy;) for ¢ = 1,2. (ii) Assume now that Ip IF ((Og1) M (depa)).
Then, Ip Ik (Op;) and Ip I+ (Ops) and so pu(gmod(¢1)NV) = 1 and p(gmod(p2)N
V) = 1. Since gmod(¢1 A p2) = gmod(p1) Ngmod(p2), u(gmod(pr A ) NV) =
pu(gmod (1) N gmod(w2) N V). We show that gmod(p1) NV = gmod(ps) U V.
Assume that v € gmod(y1)NV and v ¢ gmod(p2)NV. Then, p(v) = 0. Therefore,
p(gmod(p1) Ngmod(p2) NV) = p(gmod(p;) NV) for ¢ = 1,2, hence is 1 and so
Ip I (O(p1 A @2)). QED
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Proposition 4.2 The operator < is normal. That is:

Ipl= ((Cp1) U (Owp2)) iff Iplk (O(p1 V p2)).

Proof: (i) Assume that Ip IF ((Cp1)U(Op2)) and assume without loss of general-
ity that Ip IF (Ogq). Then, p(gmod(p1)NV) > 0 and so u(gmod (1 Vp2)NV) > 0
since gmod(y1) C gmod(p1 Vp2). (ii) Assume now that Ip IF (O(p1Vps)). Then,
p(gmod (1 Vp2)NV) > 0 and so p((gmod(p1)NV) U (gmod(p2) UV)) > 0 since
gmod(p1 V p2) = gmod(p1) U gmod(ps2). QED

The following result shows that & can be defined as an abbreviation using
O and both the local and the global negations.

Proposition 4.3 For every interpretation structure and assignment p and local
formula ¢,

Ipl- (B(D(¢))) i Ipl- (Op).

Proof: Ip Ik (B(3(=p))) it Ip I (O(—p)) iff p({v € V i vl (mp)}) # 1iff
p{v e Vvl p}) > 0iff Ip Ik (Op). QED

Proposition 4.4 Assume that p(v) > 0 for every valuation. Then, O is a T
modality.

Proof: Assume that Ip IF (Og). Then, u({v € V : v lrp ¢}) = 1. On the other
hand, using the fact that pu(v) > 0 for every valuation, {v € V : v k4 ¢} is the
set of all valuations and so Ip IF ¢. QED

We can extend the semantic consequence to the full logic. We say that
IpIF A where A is a set of probability formulas if Ip |- § for every § € A. Given
an interpretation structure and an assignment, we say that the set of probability
formulas A entails the probability formula 7, written A F7,  if Ip IF A implies
that Ip I 7.

Proposition 4.5 The metatheorem of deduction holds:
A Erme it AFEr, (m 3n2).

The proof of the metatheorem of deduction is strightforward. The following
are useful properties of the semantic consequence.

Proposition 4.6 Let ¢, @1, ps are local formulas. Then:
* v Fi1, (Bp);
o (pr=92) F((Joor) < (Jep2))-

G. Sica (ed.) Essays on the Foundations of Mathematics and Logic
(©2005 Polimetrica International Scientific Publisher Monza /Italy



186 Paulo Mateus, Amilcar Sernadas, and Cristina Sernadas

Proof: (i) Assume that Ip IF . Then, V IF4 ¢ and so p(gmod(p) N V) =
p(V) = 1. (ii) Assume that Ip IF (@1 = ¢2). Then, V I, (¢1 = ¢2), hence
(gmod(p1)NV) C (gmod(p2)NV), therefore pu(gmod(p1)NV) < p(gmod(p2)NV)
and so Ip - ((fe1) < ([¢2)). QED

The first statement is the necessitation rule for O and the second is a kind
of probability monotonicity. Observe that Ip I, v iff Jp Ik, v for every interpre-
tation structures I and J for every oracle formula. So, it makes sense to write
p Ik, v in this case. Also for local propositional formula ¢ we have the following:
Ip kg p1iff Ips I, ¢ for every assignments py and po. Both I and p are relevant
when dealing with formulas that involve probability terms.

4.2 Calculus

The Hilbert calculus for the global logic including the real assertions includes
three more axioms for the probability reasoning plus an axiom the oracle reason-
ing.

PM Fq(Ot)

FA Fo(O(=(p1 Aw2)) T ((J (01 Ve2)) = ((fer) + (J2))))
PMon F,((p1= w2) 3 ((Je1) < ([w2)))

We also need an oracle for inequations on real numbers. For this purpose we add
the following axiom:

Oracle k4 v if pl-4 v for every p

whenever v is an oracle formula. The PM axiom states that the true has proba-
bility one. Axiom FA is the counterpart of finite additivity in probability spaces.
Axiom PMon states the interplay between implication and probability: it is a
kind of monotonicity. The oracle axiom says that if in the field of real numbers
we can prove an assertion we assume that the assertion can also be proved in the
calculus.

An example consider the following derivation for 4(([¢) < 1):

1 (p=t) T

2 ((Jo) = (J1) PMon(1)
3 ((Jt)=1) PM

4 ((Jo) =) 3 ((Jt)=1)3((Je) 1)) Oracle

5 (J)=1)2((Je) <1)) gMP(2,4)
6 ((Jo) <1 gMP(3,5)
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4.3 Application

A zero-knowledge protocol is a protocol that allows a prover P to show to a verifier
V that he has a secret S without revealing it (for more details on zero-knowledge
protocols see [10]). The protocol consists of three steps:

e First, the prover sends a value (commitment) to the verifier such that, if
he has the secret, for any challenge put to him by the verifier, he is able
to send a response convincing the verifier that he has the secret. If he his
cheating then he cannot produce a response at least with probability %;

e Second, the verifier sends a random bit (challenge) to the prover;

e Finally, the prover sends a response according to the bit received.

In principle there are three objectives:

i) V has probability 1 of verifying the secret, if indeed the prover has it (sound-
ness);

ii) V has probability less than 1 of verifying the secret, if the prover is cheating
(completeness);

iii) V can not learn the secret (security).

Let II be {s, a,c} where s is the propositional symbol for stating that the prover
has a secret, a is the propositional symbol for stating the verifier accepts the
secret of the prover and finally, ¢ is the propositional symbol for stating that
the commitment is compatible with the challenge. The specification S of the
zero-knowledge protocol is as follows:

S1 ((sAhe)=a)

Sy ((sA(—¢))=a

Sz ((s) Ae)=(ma))
Si ((ks) A (7)) = a)
S5 (J(me)=3)

From S, we prove

01 (s23((fa)=1))
Oz ((=s)2((Ja) <1))

corresponding to objectives 1 and 2 respectively. The derivation of O; is as fol-
lows:
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1 ((sAhe)=a) Sy

2 ((sA(m¢)=a) S

3 (s=a) T(1,2)
4 (sDa) Py (3)

5 (@a((fa)=1)) Teo

6 (s3((fa)=1) ¢T(45)

L ((ms)Ae)=(ma)) Ss

2 ((ms)A(me)=a) Sy

3 ((—s)=(a=(—0)) T(1,2)
4 ((-s)3(a=(~0)) Pi(3)

5 ((a= (=) 3((Ja) < ([(m0))) PMon

6 ((=s)2((Ja) < ([(=0)) 97'(4,5)
T ((J(re)=13) Ss

8 ((=s)3(((Ja) < (SN ([ (=) =3)) 97(6,7)
9 ((((Ja) = (SN ((f(me)=3))T(Ja) <1) Oracle

10 ((-s)3((Ja) <1)) 97'(8,9)

4.4 Soundness and completeness

The objective is to investigate soundness and completeness of the Hilbert calculus
for the global logics including the probability component. We can only consider
weak versions of soundness and completeness. Unfortunately completeness is not
provable in the presence of hypotheses as the following example shows. Observe
that

< zp)

N | =

{(rgxk):r<%} Fq (

holds but that is not the case with {(r < z3) : r < 3} F, (3 < ) since
the rules in our Hilbert calculus are finitary, the notion of derivation is a finite
sequence and this logic is not compact. That is, what we derive from an infinite

set of hypotheses cannot always be derived from a finite subset.
Theorem 4.7 For every global formula 6, if -, § then F, d.
Proof: Taking into account the soundness of the global propositional logic proved

in Theorem 3.18 we only have to prove that the three probability axioms are
sound.
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(i) PM. V Ik, t and pu(V) = 1.
(ii) FA. Assume that Ip Ik, (O(=(¢1 A @2))). We start by showing that

(%) p((mod(pr A p2) N V) = 0.

By the hypothesis, [( [(—(¢1A92)))]1, = 1, that is, p(mod(—(p1 Aps)))NV) = 1.
But, on the other hand,

p(V) = p((mod(=(p1 A 2)) N V) U (mod(p1 A p2) N V)
and, since mod(—(p1 A v2)) N V)N (mod(p1 Ap2)NV) =0,

p(V) = p(mod(—(p1 A g2)) N V) + p(mod(p1 A p2) N V).

Therefore, p(mod(p1 A ¢2) N V) = 0. Now we are ready to show that Ip I,

(J(p1 V) = (([e1) + (J2))), that is,
[(S (1 V)i = [(fr) + ([o2))]1p-

But,
[(f (o1 V)lip =pn{v eV vl (o1 V@2)})

and
2

p{v €V ivlkg (o1 Vea)}) = (| J{v € Vi vk o))
i=1

Using finite additivity

p(JveVivirigd) = n{v eV ivlr gi}) — p((mod(pr Apa) N V)

i=1 i=1
and so by (*)

2

pJlveVivibegl) => u{v eV vl o))

i=1 i=1
(iii) PMon. Assume that Ip I (p1 = ¢2). Then,

{veV ivlkppi} C{v eV vl pa},

hence p({v € V:vlkgo1}) Cp({v € Vi vlkg o)) and so (1) € ([f¢2). QED

In what concerns weak completeness we are going to use the fact that every
global formula has a disjunctive normal and capitalize on the technique in [6].
Let Gatom : G(C) — pL(C) U P(C) be a map inductively defined as follows:
Gatom(yp) = {¢}, Gatom(v) = {v}; Gatom(Hn) = Gatom(n) and Gatom(n; 1
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n2) = Gatom(n;) U Gatom(nz). Let Gmol(n) as the set of all A C Gatom(«)
(global molecules) such that the following global formula holds:

([lanC 1  Ba)2mn).

acA a€cGatom(n)\A

Note that a global molecule includes global propositional molecules in gmol(n)
and formulas of the form (t; < t2) and (B(t; < t2)). We call gmol(A) the set of
global propositional molecules in gmol(n) that occur in A and by pmol(A) the set
of probability formulas that occur in A. Let ipmol(A) be the set of inequalities
in pmol(A) not involving probabilities.

Theorem 4.8 For every global formula 6, if F, § then g 4.

Proof: The proof is by contraposition. Assume that t/; 6. Then, -, (B9) is
globally consistent. The objective is to find a structure I = (V,P), a set of
valuations and a probability space P = (V, pV, u), and an assignment p such
that Ip Ik, (B9). The strategy of the proof is as follows: (i) The problem can
be stated in a more concrete way saying that we have to find I and p such that
IpIF A for some global molecule A of (H7); (i) For such an A: let V' as the set
gmod(gmol(A)); for each o € pmol(A) \ ipmol(A);

i) let each term ([¢) be replaced by Y
the probability of valuation v);

vemod(y) Zv (each variable z, represents

ii) if t; < t5 is an inequation with probability terms get an inequation u; < usg
by replacing in both ¢; and ¢ the probability terms as indicated in 1.
In this way we obtain a system of inequalities including;:
e (a) the inequalities in ipmol(A);
e (b) the inequalities in 2;

e (c) the inequalities > zp<land 1<) oy 2.

veV

The unknown variables are the real variables and the variables z,. If the system
of inequations has a solution then we get:

e p by saying that p(x) is the solution z of the system of inequations;
e 1 by defining u(v) as the solution z,;

e the value of a variable that does not come as a solution of the induced
system of inequalities is any computable real number;

e u(v) for a v € V not in the scope of a probability formula is free providing
that the sum of all valuations for v € V' is less than 1.
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Assume that the system of equations does not have a solution. That is, there
are no values for the real variables in X that occur in the system and also there
are no values for the z variables. Then, for each assignment p we can conclude
that p Iy « for some o € ipmol(A). In other words, every assignment p is such
that p kg (Ba) for some o € ipmol(A). Hence, using the oracle axiom we can

conclude that
H O] Ba),

a€ipmol(A)

therefore
o (O L] @apul || (Ba))
a€ipmol(A) a€pmol(A)\ipmol(A)

and, so,

(=N )

a€cA

contradicting the consistency hypothesis of A. QED

We consider a small example of the construction. Assume that A is com-
posed by three formulas:

o x <0.4;
o (2(f(mV (m2 Am3))) + (B([((mm) Am2)))) <
o ((maVms) V(m A(mm2) A(7m3))).

We start by observing that we have to consider eight valuations using Propo-
sition 3.24 since 1 has three propositional symbols. Let v;; be the valuation v
such that v(my) = 4, v(me) = j and v(m3) = k. Then, mod(m; V (w2 A 73)) =
{v100, V011, v111} and mod((—m1) A m2) = {wo10,v011}. The induced system of
inequations is as follows:

<04

22p100 T O%vg1y + 22014, T 32001 S T
> vemod(ag) v < 1

1< emod(as) 2

with the following possible solution:

z =04
Zv100 = Zvgyy = 0.02,24,,, = 0.1, 24,,, = 0.02

Therefore, the structure I and the assignment p are as follows:
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ViV \ {’Uooo};

p(x) = 0.4;

L4 ,u(ﬂwo) = M(Uou) = 0.02, ,u(vlu) =0.1, M(ﬂou)) = 0.02;

p(y) = 0 for every y € X \ {y};

[ N(Ull()) = 005, ,UJ(’UOOl) = 015, ,LL(U101) =04.

5 Conclusions

A probability logic resulting from enriching propositional logic, the local logic,
was presented using an exogenous semantics. A model of the probability logic
is a global valuation, that is, a set of propositional valuations, endowed with
a probability measure. Syntactically, probability appears as a constructor that
when applied to a local formula returns a probability term. A probability assertion
is an inequality between probability terms. The global logic is a propositional logic
whose atomic formulas are the local formulas and the probability assertions.
A Hilbert calculus was provided and shown to be sound and weakly complete
(generalizing the technique in [6]). The interplay between the local and the global
propositional logics was also explored.

The work presented in this paper raises several new problems. The most
challenging one is how to take a general base logic and make it probabilistic. That
is: how to define a new probabilization operator on logics that for any argument
base logic returns the corresponding probability logic. The work on probabiliza-
tion of logics is already under way [15]. Main issues are: characterization of the
domain of such an operator (namely, what are the minimal requirements for the
base logic); new techniques for proving weak completeness not assuming that the
disjunctive normal form lemma holds in the base logic.

The work on probabilization of logics will also be relevant in giving pointers
to the quantization of logics as an operator on logics: what are the requirements
for the base logic in order to be possible to extend it to a quantum logic (following
the first quantization examples in [13, 14]).

More concretely, we also want to consider first-order and modal logics as
base logics so that we can use the corresponding probability logics for specifying
and reasoning about more realistic secure protocols.
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